Beobot 2.0: Autonomous Mobile Robot Localization and Navigation in
Outdoor Pedestrian Environment

Chin-Kai Chang Christian Siagian Laurent Itti

The goal of the project is to create service robots that ca
be deployed for various tasks that require long range trave

vehicles, and finding its way to the goal.

Beobot utilizes a sixteen core computing platform [2]|#
and is equipped with sensors such as front-facing camera
an Inertial Measurement Unit (IMU), two Laser Rang
Finders (LRF), and wheel encoders. Beobot represents fig. 1. Beobot 2.0 performs autonomous navigation and iizatédn in a
environment in a hierarchical way. It uses a topologicafi©!lege campus, among pedestrians.
map for global localization and a grid occupancy map for
local navigation. By having _separate and targe_t ed maps f\(/)vrhen and which way to turn at the intersection, and whether
these tasks, the system achieves a representation thahis b? . .

. . . It has arrived at the goal location.

detailed and scalable to describe vast environments such as
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As for obstacle avoidance, the robot uses a planar LRF
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